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Bit Rate VS Baud Rate 

 Serial-data speed is usually stated in terms of bit rate. However, another oft-
quoted measure of speed is baud rate. Though the two aren’t the same, similarities 
exist under some circumstances. This tutorial will make the difference clear. 
Background 

Most data communications over networks occurs via serial-data transmission. Data 
bits transmit one at a time over some communications channel, such as a cable or 
a wireless path. Figure 1 typifies the digital-bit pattern from a computer or some 
other digital circuit. This data signal is often called the baseband signal. The data 
switches between two voltage levels, such as +3 V for a binary 1 and +0.2 V for a 
binary 0. Other binary levels are also used. In the non-return-to-zero (NRZ) format 
(Fig. 1, again), the signal never goes to zero as like that of return-to-zero (RZ) for-
matted signals. 

 
Non-return to zero (NRZ) is the most common binary data format. Data rate is indi-

cated in bits/s). 

Bit Rate 

The speed of the data is expressed in bits per second (bits/s or bps). The data rate 
R is a function of the duration of the bit or bit time (TB) (Fig. 1, again):  
R = 1/TB 
Rate is also called channel capacity C. If the bit time is 10 ns, the data rate equals: 
R = 1/10 x 10–9 = 100 million bits/s 
This is usually expressed as 100 Mbits/s. 

Overhead 

Bit rate is typically seen in terms of the actual data rate. Yet for most serial trans-
missions, the data represents part of a more complex protocol frame or packet for-
mat, which includes bits representing source address, destination address, error 
detection and correction codes, and other information or control bits. In the protocol 
frame, the data is called the “payload.” Non-data bits are known as the “overhead.” 
At times, the overhead may be substantial—up to 20% to 50% depending on the 
total payload bits sent over the channel.  
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  For example, an Ethernet frame 
can have as many as 1542 bytes or 
octets, depending on the data pay-
load. Payload can range from 42 to 
1500 octets. With a maximum pay-
load, the overhead is only 42/1542 = 
0.027, or about 2.7%. It would be 
even greater if the payload was any-
thing smaller. This relationship is 
usually expressed as a percentage 
of the payload size to the maximum 
frame size, otherwise known as the 
protocol efficiency: 
Protocol efficiency = payload/frame 
size = 1500/1542 = 0.9727 or 97.3% 
Typically, the actual line rate is 
stepped up by a factor influenced by 
the overhead to achieve an actual 
target net data rate. In One Gigabit 
Ethernet, the actual line rate is 1.25 
Gbits/s to achieve a net payload 
throughput of 1 Gbit/s. In a 10-Gbit/s 
Ethernet system, gross data rate 
equals 10.3125 Gbits/s to achieve a 
true data rate of 10 Gbits/s. The net 
data rate also is referred to as the 
throughput, or payload rate, of effec-
tive data rate.  
Baud Rate 
The term “baud” originates from the 
French engineer Emile Baudot, who 
invented the 5-bit teletype code. 
Baud rate refers to the number of 
signal or symbol changes that occur 
per second. A symbol is one of sev-
eral voltage, frequency, or phase 
changes. NRZ binary has two sym-
bols, one for each bit 0 or 1, that 
represent voltage levels. In this 
case, the baud or symbol rate is the 
same as the bit rate. However, it’s 
possible to have more than two sym-
bols per transmission interval, 
whereby each symbol represents 
multiple bits. With more than two 
symbols, data is transmitted using 
modulation techniques. 
When the transmission medium 
can’t handle the baseband data, 
modulation enters the picture. Of 
course, this is true of wireless. Base-
band binary signals can’t be trans-
mitted directly; rather, the data is 
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   A NOTE  FROM THE EDITOR :   

By the time of issuing this newsletter, 

we have 18 registrants for our ENNES 

WORKSHOP. Don’t miss this opportu-

nity, it happens every two years. 

EL PASO,TX  CHAPTER 38 MEETING MINUTE 

DATE   4/10/2012 LOCATION: UTEP-KTEP EL PASO 

 
MEETING CALLED TO ORDER: 19:40  PM, BY ANTONIO CASTRO, 

THERE WERE  12  MEMBERS. 

 

REPORT OF THE SECRETARY: MINUTES ACCEPTED  BY DAVID 

HALPERING, 2nd BY ALFREDO DURAND. 

  

REPORT OF THE TREASURER: CURRENT BALANCE OF $ 6324.14,    

 ACCEPTED BY MARVIN HANLEY, 2nd BY RICHARD VILARDELL. 

 

REPORT OF THE CERTIFICATION COMMITTEE: DAVID HALPERIN 

GOT HIS RECERTIFICATION BY MERITS 

 

REPORT OF THE MEMBERSHIP COMMITTEE: PAUL TERRY INVITED 

E.S.E.I. TO JOINT AS SUSTAINING MEMBER 

 

REPORT OF THE FREQUENCY COORDINATOR COMMITTEE:    
NO REPORT 

 

REPORT OF THE SCHOLARSHIP COMMITTEE:    RICK VILARDELL 

PROPOSED ONE SCHOLARSHIP FOR THIS SUMMER. VOTED NO BE-

CAUSE  ENNES WORKSHOP WILL REQUIRE SOME FUNDS. 

  

REPORT OF THE WEB SITE COMMITTEE  1071 HITS.  (131 MORE 

FROM LAST MONTH) 

  

REPORT OF THE EAS CHAIRMAN : NO REPORT 

 

REPORT OF THE PROGRAM COMMITTEE:  PRESENTATION FROM 

NORBERT MILLES WAS EXCELLENT. NEXT PRESENTATION TO BE 

ANNOUNCED. 

 

UNFINISHED BUSINESS:  NONE 

 

NEW BUSINESS OR ANY ITEMS FOR THE CHAPTER INTERES: NONE. 

  

 

NEXT  MEETING  DATE AND LOCATION:  MAY 8, 2012  AT NOON. 

COMO’S  ITALIAN RESTAURANT 

   

MEETING ADJOURNED: AT 19:59 PM 
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 Presentation from Norbert Miles 
and tour to KTEP were just GREAT ! 

 The presenter scheduled for 

may was John Lackness,      

former S.C.M.S, but now 

moved to another company, 

will call sometime this year. 

 

But we don’t want to pass the 

opportunity of talking about 

our Great Event, ENNES  

WORKSHOP and all what    

involves our participation as 

HOST as well as recipients of 

the education of the most re-

cent and advanced technology 

development in Radio, TV, IT 

and broadcast. 

See you at COMO’S Italian 

Restaurant this coming Tues-

day May. 8, 2012 @ noon, just 

across from ClearChannel Ra-

dio. 
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   modulated on to a radio carrier for transmission. Some cable connections even use modulation to in-
crease the data rate, which is referred to as “broadband transmission.” 
By using multiple symbols, multiple bits can be transmitted per symbol. For example, if the symbol rate is 
4800 baud and each symbol represents two bits, that translates into an overall bit rate of 9600 bits/s. Nor-
mally the number of symbols is some power of two. If N is the number of bits per symbol, then the num-
ber of required symbols is S = 2N. Thus, the gross bit rate is: 
R = baud rate x log2S = baud rate x 3.32 log10S 
If the baud rate is 4800 and there are two bits per symbol, the number of symbols is 22 = 4. The bit rate 
is: 
R = 4800 x 3.32 log(4) = 4800 x 2 = 9600 bits/s 
If there’s only one bit per symbol, as is the case with binary NRZ, the bit and baud rates remain  

Multilevel Modulation 

Many different modulation schemes can implement high bit rates. For example, frequency-shift keying 
(FSK) typically uses two different frequencies in each symbol interval to represent binary 0 and 1. There-
fore, the bit rate is equal to the baud rate. However, if each symbol represents two bits, it requires the 
four frequencies (4FSK). In 4FSK, the bit rate is two times the baud rate. 
Phase-shift keying (PSK) is another popular example. When employing binary PSK, each symbol repre-
sents a 0 or 1 (see the table). A binary 0 equals 0°, while a binary 1 is 180°. With one bit per symbol, the 
baud and bit rates are the same. However, multiple bits per symbol can be easily implemented. 
 
 

 
 

For instance, in quadrature PSK there are two bits per symbol. Using this arrangement and two bits per 
baud, the bit rate is twice the baud rate. Other forms of PSK use more bits per baud. With three bits per 
baud, the modulation becomes 8PSK for eight different phase shifts representing three bits. And with 
16PSK, 16 phase shifts represent the four bits per symbol. 
One unique form of multilevel modulation is quadrature amplitude modulation (QAM). QAM uses a mix of 
different amplitude levels and phase shifts to create the symbols representing multiple bits. For example, 
16QAM encodes four bits per symbol. The symbols are a mix of different amplitude levels and different 
phase shifts.  
A constellation diagram is typically used to illustrate the amplitude and phase conditions of the carrier for 
each 4-bit code (Fig. 2). Each dot represents a specific carrier amplitude and phase shift. A total of  16 

symbols encodes four bits per symbol, ultimately quadrupling the bit rate over the baud  rate.      
 
 

 constellation diagram for 16QAM shows the 16 possible carrier amplitude and 
phase combinations representing four bits per symbol. 

  

http://electronicdesign.com/content/content/73824/73824_Table.gif
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Why Multiple Bits Per Baud? 

By transmitting more than one bit per baud, higher data rates can be transmitted in a narrower channel. 
Recall that the maximum possible data rate is determined by the bandwidth of the transmission channel.  
Assuming a worse case of alternating 1s and 0s of data, the maximum theoretical bit rate C for a given 
bandwidth B is: 
C = 2B              Or the bandwidth for a maximum bit rate is:      B =C/2 
Transmitting a 1-Mbit/s signal requires: 
B = 1/2 = 0.5 MHz or 500 kHz 
When using multilevel modulation with multiple bits per symbol, the maximum theoretical data rate is: 
C = 2B log2N            Here, N is the number of symbols per symbol interval:     log2N = 3.32 log10N 
The bandwidth needed with a specific number of different levels for a desired speed is calculated as: 
B = C/2 log2N 
For instance, the bandwidth needed to get a 1-Mbit/s data rate with two bits per symbol and four levels 
can be determined with: 
log2N = 3.32 log10(4) = 2             B = 1/2(2) = 1 /4 = 0.25 MHz  
The number of symbols needed to get a desired data rate in a fixed bandwidth can be calculated as: 
log2N = C/2B            3.32 log10N = C/2B               log10N = C/2B = C/6.64B 
Then:         N = log–1 (C/6.64B) 
Using the previous example, the number of symbols needed to transmit 1 Mbit/s in a 250-kHz channel is 
calculated as: 
log10N = C/6.64B = 1/6.64(0.25) = 0.602              N = log–1 (0.602) = 4 symbols 
These calculations assume a noise-free channel. Factoring in the noise requires the well-known Shan-
non-Hartley law: 
C = B log2 (S/N + 1)                   C is the channel capacity in bits per second and B is the bandwidth in 
hertz. S/N is the signal-to-noise power ratio. 
In terms of common logarithms:            C = 3.32B log10(S/N + 1) 
What is the maximum rate in a 0.25-MHz channel with a 30-dB S/N? The 30 dB translates to a 1000 to 1 
S/N. Therefore, the maximum rate is: 
C = 3.32B log10(S/N + 1) = 3.32(.25) log10(1001) = 2.5 Mbits/s 
The Shannon-Hartley law doesn’t specifically state that multilevel modulation must be employed to 
achieve that theoretical result. Using the previous procedure will reveal how many bits per symbol are 
required:      log10N = C/6.64B = 2.5/6.64(0.25) = 1.5         N = log–1 (1.5) = 32 symbols 
Using 32 symbols implies five bits per symbol (25 = 32). 

Baud Rate Examples 

Virtually all high-speed data connections use some form of broadband transmission. Wi-Fi wireless takes 
advantage of QPSK, 16QAM, and 64QAM in the orthogonal frequency-division multiplex (OFDM) modu-
lation schemes. The same is true for WiMAX and Long-Term Evolution (LTE) 4G cellular technology. Ca-
ble TV and its high-speed Internet access exploit 16QAM and 64QAM to deliver analog and digital TV, 
while satellites use QPSK and various versions of QAM. 
Land mobile radio (LMR) systems for public safety recently adopted standards for voice and data 4FSK 
modulation. This “narrowbanding” effort is designed to reduce the bandwidth needed from 25 kHz per 
channel to 12.5 kHz, and eventually 6.25 kHz. As a result, there will be more channels for additional ra-
dios without increasing the spectrum allocations. 
U.S. high-definition TV employs a modulation method called eight-level vestigial sideband, or 8VSB. This 
method uses three bits per symbol for eight amplitude levels, which enables the transmission of 10,800 
symbols/s. At 3 bits per symbol, that represents a gross bit rate of 3 x 10,800 = 32.4 Mbits/s. When com-
bined with the VSB, which only transmits one full sideband and a vestige of another, high-definition video 
and audio can be transmitted in a 6-MHz-wide TV channel. 
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