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JOE BIDEN WANTS HACKERS’ HELP 

TO KEEP AI CHATBOTS IN CHECK 

  

CHATGPT HAS STOKED  new 

hopes about the potential of artificial    

intelligence—but also new fears. Today 

the White House joined the chorus of 

concern, announcing it will support a 

mass hacking exercise at the Defcon  

security conference this summer to probe 

generative AI systems from companies 

including Google. 

The White House Office of Science and 

Technology Policy also said that $140 

million will be diverted toward launching 

seven new National AI Research         

Institutes focused on developing ethical, 

transformative AI for the public good, 

bringing the total number to 25            

nationwide. 

The announcement came hours before a 

meeting on the opportunities and risks 

presented by AI between US vice    

president Kamala Harris and executives 

from Google and Microsoft, as well as 

the startups Anthropic and OpenAI, 

which created ChatGPT. 

The White House AI intervention comes 

as appetite for regulating the technology 

is growing around the world, fueled by 

the hype and investment sparked by 

ChatGPT. In the parliament of the    

European Union, lawmakers are         

negotiating final updates to a sweep-

ing AI Act that will restrict and even ban 

some uses of AI, including adding      

coverage of generative AI. Brazilian   

lawmakers are also considering        

regulation geared toward protecting    

human rights in the age of AI. Draft    

generative AI regulation was announced 

by China’s government last month. 

 

In Washington, DC, last week, Democrat 

senator Michael Bennett introduced a bill 

that would create an AI task force       

focused on protecting citizens' privacy 

and civil rights. Also last week, four US 

regulatory agencies including the Federal 

Trade Commission and Department of 

Justice jointly pledged to use existing 

laws to protect the rights of American  

citizens in the age of AI. This week, the 

office of Democrat senator Ron Wyden 

confirmed plans to try again to pass a 

law called the Algorithmic Accountability 

Act, which would require companies to 

assess their algorithms and disclose 

when an automated system is in use. 

Arati Prabhakar, director of the White 

House Office of Science and Technology 

Policy, said in March at an event hosted 

by Axios that government scrutiny of AI 

was necessary if the technology was to 

be beneficial. “If we are going to seize 

these opportunities we have to start by 

wrestling with the risks,” Prabhakar said. 

  The White House will support an event at the Defcon      
security conference this summer that challenges experts 
to uncover flaws in generative AI systems. 

https://www.wired.com/story/how-chatgpt-works-large-language-model/
https://www.wired.com/story/europe-law-outlaw-ai/
https://www.ftc.gov/news-events/news/press-releases/2023/04/ftc-chair-khan-officials-doj-cfpb-eeoc-release-joint-statement-ai
https://www.youtube.com/watch?v=-7SlZdlN8c0
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 The White House–supported hacking 
exercise designed to expose        
weaknesses in generative AI systems 
will take place this summer at the   
Defcon security conference.         
Thousands of participants, including 
hackers and policy experts, will be 
asked to explore how generative    
models from companies including 
Google, Nvidia, and Stability AI align 
with the Biden administration’s AI Bill 
of Rights announced in 2022 and a 
National Institute of Standards and 
Technology risk management     
framework released earlier this year. 
 
Points will be awarded under a       
capture-the-flag format to encourage          
participants to test for a wide range of 
bugs or unsavory behavior from the AI 
systems. The event will be carried out 
in consultation with Microsoft, nonprofit 
SeedAI, the AI Vulnerability Database, 
and Humane Intelligence, a nonprofit 
created by data and social scientist 
Rumman Chowdhury.  

She previously led a group at          
Twitter working on ethics and machine 
learning, and hosted a bias bounty that 
uncovered bias in the social network’s 
automatic photo cropping.  

The AI Now Institute, a nonprofit that 
has advised lawmakers and federal 
agencies on AI regulation, argued in 
a report released last month that    
because systems ChatGPT can be 
fine-tuned for a range of uses, they 
deserve more regulatory scrutiny than 
previous forms of AI. 
Sarah Myers West, managing director 
of the AI Now Institute and a coauthor 
of that report, says the renewed       
interest in AI by federal regulators is 
welcome. But she says it remains to 
be seen how meaningful their actions 
will be. “We just can’t afford to       
confuse the right noises for             
enforceable regulation right now,” 
West says. 

https://www.wired.com/story/the-joy-and-dread-of-ai-image-generators-without-limits/
https://www.wired.com/story/bidens-ai-bill-of-rights-is-toothless-against-big-tech/
https://www.wired.com/story/bidens-ai-bill-of-rights-is-toothless-against-big-tech/
https://www.nist.gov/itl/ai-risk-management-framework
https://www.nist.gov/itl/ai-risk-management-framework
https://avidml.org/
https://www.wired.com/story/twitter-ethical-ai-team/
https://www.wired.com/story/the-scramble-to-save-twitters-research-from-elon-musk/
https://www.wired.com/story/the-scramble-to-save-twitters-research-from-elon-musk/
https://www.wired.com/story/twitters-photo-cropping-algorithm-favors-young-thin-females/
https://aihub.org/2023/04/12/2023-landscape-a-report-from-the-ai-now-institute/
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  MEET OUR NEW CHAPTER MEMBER 

              WILLIAM G. FLOYD. 
                            SEE PAGE 6 FOR BIO AND PICTURES 

EL PASO, TX       SBE CHAPTER 38      MEETING MINUTE 

 

DATE   4//11/2023        LOCATION: ZOOM FR0M ANTONIO’S 
 

MEETING CALLED TO ORDER: 11:00 AM , BY ANTONIO CASTRO. WE 

WERE   8(EIGHT) ATTENDANTS 

 

REPORT OF THE SECRETARY:  MINUTES IN THE  APRIL NEWSLETTER. 

ACCEPTED BY  DAVID HALPERIN, SECONDED BY NORBERT MILES. 

 

REPORT OF THE TREASURER:  $ 5,040.82 IN THE BANK AFTER SOME 

DEPOSITS OF MEMBERSHIPS FEES. ACCEPTED BY WARREN REEVES, 

SECONDED BY DAVID HALPERIN. 

 

REPORT OF THE CERTIFICATION COMMITTEE: PROVIDED  TO WEB 

MASTER WITH THE CERTIFICATION EXAM  UPDATES. 

 

REPORT OF THE MEMBERSHIP COMMITTEE:   GLENN LEFFLER WAIT-

ING FOR KELP OWNER  IN ORDER TO RENEW THEIR  MEMBERSHIP.  

WARREN REEVES WILL ASK TO “ZARCO ELECTRONICS” TO BE A MEM-

BER.  . 

 

REPORT OF THE FREQUENCY COORDINATOR COMMITTEE:  NO RE-

PORT.      

 

REPORT OF THE SCHOLARSHIP COMMITTEE NO REPORT. 

 

REPORT OF THE WEBSITE COMMITTEE:  NOW 4293 VS. 4265 EQUAL  28 

HITS. TO POST CERTIFICATION EXAM UPDATES. 

 

REPORT OF THE EAS CHAIRMAN: TEXAS  MONTHLY TEST  WAS FINE. 

NEW MEXICO FAIL TO DO MONTHLY, INSTEAD IT WAS WEEKLY. NA-

TIONAL WEATHER BDCST.IS UP.  

 

REPORT OF THE PROGRAM COMMITTEE:  NO PRESENTATION THIS 

TIME DUE TO NAB 

 

NEW BUSINESS OR ANY ITEMS FOR THE CHAPTER INTEREST : UP-

DATE  “ENNES WORKSHOP” TO BE HOLD ON JUNE 9, 2023. WINDHAM 

AIRPORT HOTEL. 

 

OTHER. NONE.  

 

NEXT  MEETING  DATE AND LOCATION: MAY  THE 9th  .AT THE 

COMO’S ITALIAN RESTAURANT. 

 

  

MEETING ADJOURNED: AT 11:22 AM 

  

 

              

  

 

              



 

4  

    
WE HAD OUR REGULAR CHAPTER 
MEETING IN THE ZOOM MODE 
 
  

 —————————————————— 

 

 FOR THE MONTH OF MAY, WE ARE 
GOING TO HAVE  OUR MEETING FACE 
TO FACE, IN PERSON, NO PRESENTA-
TION, NOTHING TO CELEBRATE !!! 

 

WHEN:  

MAY 9 TUESDAY THE 9 TH. 

  

 

WHERE:  

COMO’S ITALIAN RESTAURANT 

 

 

TIME: NOON   12:00 PM    
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 She is also wary of how tech companies seeking profits with AI appear to be 
closely involved with the White House’s new attention to the technology. “We 
would be remiss to take an approach that leaves it to them to lead the             
conversation on what constitutes trustworthy and responsible innovation,” she 
says. “It’s for regulators and the broader public to define what responsible         
development of technology looks like.” 
 
At a briefing yesterday, a White House official said that companies developing AI 
should be partners in ensuring the technology is used responsibly, adding that 
businesses also have a responsibility to make sure products are safe before 
they’re deployed in public. 
 
Beyond companies developing AI for profit, federal agencies have some work to 
do on their own use of AI. A December 2022 study from Stanford University 
found that virtually no federal agencies responded to a Trump-era executive      
order to provide AI plans to the public and only around half have shared an        
inventory of how they use AI. The White House Office of Management and Budget 
will release new guidelines for federal agency use of AI in the coming months. 
 

https://hai.stanford.edu/white-paper-implementation-challenges-three-pillars-americas-ai-strategy
https://hai.stanford.edu/white-paper-implementation-challenges-three-pillars-americas-ai-strategy
https://www.wired.com/story/trumps-plan-keep-america-first-ai/
https://www.wired.com/story/trumps-plan-keep-america-first-ai/
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 MEET THE NEW CHAPTER 38 MEMBER:      WILLIAM G. FLOYD 

 

 

 

 

 

 

 

    

Will is an audio producer and broadcast engineer with over a decade of experience in 
community media and broadcast technology. In 2023 he started Field Effect, a       
consulting business that provides technology services to media companies in Texas 
and New Mexico. Previously, Will has managed programming and operations at KSFR 
Santa Fe Public Radio, Marfa Public Radio, WOBC, and KMRD-LP in Madrid, New 
Mexico where he serves as a founding board member. 

Will began his career in community media as an organizer at Prometheus Radio    

Project in Philadelphia, where he worked with grassroots organizations around the US 

to plan, build, and grow Low Power FM radio stations that serve as tools for         

Community expression--raising antennas, installing transmitters, building studios and 

training community members in media making. Will continues to work with             

Prometheus to provide discount consulting services to LPFM stations. 
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https://sbe.org/cgi-bin/(505)%20570-4666

